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Abstract  

The development of information technology has brought about many changes to 
society in the industrial, economic, social, and even digital realms, including in the 
world of filmmaking. As the world of filmmaking has evolved, genres within film series 

have proliferated. This has created difficulties in navigating through recommendations 
for currently airing series due to the lengthy duration of episodes. Consequently, every 

enthusiast intending to watch a series must possess a high level of attraction to follow 
each episode. With the abundance of reviews, this can serve as a consideration for 

every viewer regarding a film series, allowing conclusions to be drawn about it. This 
research utilizes data from Twitter processed through machine learning and calculated 

using algorithms, comparing the results of analysis and experiments that demonstrate 
fairly accurate accuracy. The above research findings prove that the use of the Naïve 

Bayes machine learning algorithm provides a comprehensive overview of the 
assessment of film series. The predictions from the Naïve Bayes algorithm 
demonstrate sufficiently accurate accuracy compared to the experimental method and 

the analysis results from Rotten Tomatoes. 
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Introduction  
The development of information technology has made many changes to society in the 

industrial, economic, social, and even digitalization worlds. One of the developments that is 
quite rapid to date is the era of digitalization in the world of film. Film is a medium that has 

several perspectives, including as a medium for art, education and industrial development 
(Vivia, 2020). Film itself has several branches, including Film Series or commonly referred to 
as Series and Film Movies. In the current era of digitalization, films not only display images 

and audio, but are further developed in video visualization and text so that films are easy to 
understand and more interesting. 

As the world of cinema develops, film series themselves have many genres, such as 
Drama, Comedy, Thriller, Horror, and so on. This makes it difficult to see every recommended 

series that is being broadcast, this is because in 1 series there are many episodes, at least 1 
series has more than 12 episodes with an average duration of 45 minutes. So every fan who 
wants to watch the series must have a high level of interest in following the series every 

episode. Every year in Indonesia and internationally the newest Film Series will always be 
shown. However, the more film series that are shown, it makes it more difficult for people to 

choose which series to watch first. Film series viewing platforms that are well known to many 
audiences include Netflix, Wetv, Disney Plus, and so on, which are not uncommon. Film series 

fans not only watch but also provide reviews about the film series they are watching. With so 
many reviews submitted, this can be used as a consideration for every viewer regarding a 
film series, so that from this they can draw conclusions about the film series. With this, text 

mining is needed to display information data, which greatly influences the number of film 
series fans, this is because the reviews given are varied, such as positive, negative or neutral 

assessments, so that this can influence the influence of audience interest in each film series 
title. 

One of the existing information search applications is Rotten Tomatoes, where 
information is obtained using web mining methods. Web mining is an application for 
searching based on keywords with certain techniques assisted by Data Mining. Data Mining is 

a method of analyzing data sets to find relationships and draw data conclusions, where the 
results can be understood using certain techniques or methods. The use of data mining 

techniques is expected to help speed up the decision-making process, allowing companies to 
manage the information contained in customer data and gain new insights to determine the 
necessary decisions (Wijaya, Herry Derajad, 2020). In the process of collecting and searching 

for data, an application is needed that can help collect and extract data in the form of 
comments from every viewer who has watched a film or series, so that from collecting these 

comments a conclusion can be made from a film or series. Social media is one of the 
platforms that produces the most data (Septia, Fitria, 2021), one of which is Twitter. The 

results of the data that have been obtained show that Twitter is a real-time information 
sharing social media that has quite large potential for digging up information that is currently 
trending or has already been published. occurred previously in Indonesia and outside 

Indonesia (Taofik Krisdiyanto, 2021). Twitter is also a social media which provides the 
opportunity for every individual to provide real-time criticism or suggestions regarding the 

world of films that are trending or have been broadcast for a long time, so that through the 
Twitter application the public can draw conclusions little by little regarding the assessment of 

films and series. which is being or will be broadcast. 
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In the data mining process, machine learning is needed which has algorithms to assist 
in carrying out calculations and data processing. The machine learning designed will use the 

KDD (Knowledge Discovery in Database Process) method to obtain large amounts of data and 
predict accuracy. The classification algorithm used is Naive Bays, and uses NLP (Natural 

Language Processing) technology, which is a machine learning technology to help the data 
search process. Naive Bayes is an algorithmic method used to predict probability in a class of 
data, which can be used to predict in various fields such as learning analysis (Christian, 

2022), analysis predicting basic food prices, and so on. After data mining was carried out, the 
next step was for the author to carry out an experimental method with the help of a Google 

form on 500 people to obtain data and compare it with data mining that had been carried out 
previously as well as the results from the Rotten Tomatoes data mining website whether the 

accuracy of the comparison of the 3 methods had sufficient accuracy. in accordance. 
Based on the increasing number of film series that exist every year, the author feels it 

is necessary to conduct research in terms of analyzing film series recommendations which 

aims to conclude whether a film series is good or bad to become recommendation material 
based on data that has been collected from the Twitter platform and by conducted an 

experiment with the help of a Google form on 500 respondents, and also compared the 
results from the Rotten Tomatoes web mining so that it could be concluded whether the film 

series could be used as a recommendation to the public. Therefore, the research title chosen 
by the author is "Analysis of Film Series Reviews Using the Twitter API and Text Mining 
Model". 

 
 

Literature Review 
The research entitled "Analysis of Film Series Reviews Using the Twitter API and Text 

Mining Model" is based on several previous studies, namely as follows: 

Research conducted by Saputra, Aldi Rahmad & Sejati Waluyo (2022) is the research that 
is the main basis for this research. The research analyzes the increase in fuel oil. The aim of 

this research is to prove whether tweets made by people on Twitter regarding the increase in 
fuel prices have a big influence on people's lives so that they become a topic of conversation 

on Twitter for several days and chaos occurs in real life. This analysis was carried out using 
data crawling techniques on Twitter and the Naive Bayes algorithm method. The results of this 
research are that public respondents' opinions or tweets about complaints about fuel oil 

increases received positive value. In testing training data and test data with a ratio of 80 - 20, 
the researcher got a correct value of 81.00%, in a comparison of 70-30 the researcher got 83% 

correct value and in a comparison of 60 - 40 the researcher got a correct value of 77.50%. 
The next research was conducted by Villarica, Mia V, et al (2022). This research designs 

a website that is useful for analyzing online crime incident reports.  With crime reporting now 
being able to be done in real time via a website or application, therefore, researchers designed 
a website which includes crime features such as a location tracking feature to find out where 

crime often occurs, a crime analysis feature with artificial intelligence assistance using data 
mining. In developing the website, researchers used the SCRUM method, data mining 

assistance using the KDD method and to calculate data accuracy using three algorithms, namely 
KNN, Decision Tree, and Naive Bayes. The aim of this research is to design an online crime 
reporting system to reduce the increasing crime rate in Laguna (Philippines). The results of this 
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research, the design of the website and the data mining carried out to obtain data regarding 

crime analysis, have been successful because the website provides recommendations for the 
government to implement policies that must be implemented in order to reduce the value of 

crime. 
The next research is research conducted by Ridwan, Achmad (2020). Researchers classify 

diabetes mellitus because diabetes mellitus is a disease that claims the largest number of lives 
in the world. So, researchers classify this disease based on the possibility of developing diabetes 
mellitus and the initial symptoms encountered when suffering from diabetes mellitus. This is 

because there are many possibilities that occur in diabetes mellitus, so researchers will classify 
diabetes mellitus. The method used by the research is quantitative and the Naive Bayes 

algorithm to obtain accuracy from the results of the evaluation process. The researcher's initial 
stage was to carry out data collection using machine learning methods, as well as creating a 

questionnaire, this aimed to obtain information from the public regarding diabetics or non-
diabetics. After the data has been obtained, the data will then be evaluated using Naive Bayes 
to calculate how precise the accuracy obtained is. The aim of this research is to obtain data or 

information from the public about what causes people to get diabetes so that it will be evaluated 
again using the Naive Bayes algorithm to see whether it has sufficient accuracy. The results of 

this research are the results of the naive Bayes algorithm producing 16 classifications of risk 
predictions for diabetes. In these predictions the evaluation results were 90.20% so they had 

quite precise accuracy. 
The next research is research conducted by Roihan Ahmad, et al (2020). This research 

aims to provide a more significant understanding of machine learning by conducting studies in 

various literature. Researchers collect data in the fields of traffic, industry, medicine and 
technology to solve problems and classify them using machine learning algorithms. The aim of 

this researcher is to define machine learning as having many benefits in various fields so that 
it can be used as a guideline that can be used by future researchers. The results of this 
researcher state that machine learning can be used to classify data and solve problems in 

various fields, using machine learning algorithms can speed up performance to obtain a high 
level of accuracy and precision.  

The next research is research conducted by Meilani Nadya, et al (2023), in this research 
the accuracy of breast cancer prediction occurs. In this research, data mining was used using 

the KDD (Knowledge Discovery In Database) method to obtain large or extensive information, 
and also used the K-Nearest Neighbor (KNN) algorithm to predict whether the results were 
accurate enough. The aim of this research is to help hospitals predict the accuracy of diagnosing 

breast cancer. The results of this research are 279 data obtained, divided into 70% testing data 
and also 30% training data which shows good classification which produces an accurate 

accuracy value of 72.62% in predicting breast cancer patients where patients who suffer from 
breast cancer are caused by by fewer relapses than patients who did not relapse. 
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Table 1. Conclusion Bibliography 

 
 
 By referring to previous research, the author will design a website to detect film series 

reviews and develop the website which has been carried out by researchers Villarica, Mia V, 
et al (2022). In designing a film series review detection system, the author designed machine 
learning to help obtain data as was done by researchers Roihan, Ahmad, et al (2020). The 

author designed machine learning using the KDD method to predict accuracy carried out by 
Meilani Nadya, et al (2023). The machine learning that is designed will use crawling 

techniques to get opinions or views of the public on Twitter. After the data has been 
obtained, the author will then evaluate and classify the data using the Naive Bayes algorithm 
as done by Saputra, Aldi Rahmad (2022) and Ridwan Achmad (2020). 
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Research Methods 

This picture below shows the author's steps in preparing the research method which 
was carried out in the form of a research flow 

Figure 1. Research Flow 

 
The initial stage carried out by the author is starting with a literature review, where he 

looks for references from various journals based on the topic being researched, then the 
author will identify the problems in the topic along with solving the problems that have been 

described. In the next stage the author creates and develops website-based data mining, 
where the designed website will display data mining results obtained by machine learning. 

The machine learning will be designed using the Knowledge Discovery In Database (KDD) 
development method. Next, the author will test website-based data mining that has been 
previously designed using the Knowledge Discovery In Database (KDD) method. Next, the 

author will collect data using an experimental method with the help of Google Form. The 
experiment will be carried out on 500 people and the experiment will include 10 film series 

titles. The next stage the author will carry out data analysis, where the data has been 
collected from website-based data mining results, through machine learning technology using 
the Naive Bays algorithm with the help of NLP (Natural Language Preprocessing), where the 

data collection is in the form of obtaining public opinion on Twitter so that will be reprocessed 
and calculated using the Naïve Bayes algorithm. The results of these calculations will be 

displayed on the designed website. Next, the author will compare the data resulting from the 
designed data mining (machine learning), experimental results, and the results of the Rotten 

Tomatoes website analysis, whether these three data have sufficient accuracy and then the 
author will write down the results of the data that has been obtained in the form of a report. 
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Data Mining Development 

 
Figure 2. Knowledge Discovery In Database Flow 

 

At the machine learning development stage, using the Knowledge Discovery in 
Database (KDD) stage, with the help of Natural Processing Language (NLP), namely: 

1. Loading data / Data Selection: At the loading data or data selection stage, the process 
stage that will be carried out is reading the existing dataset using the Pandas library for CSV 

format as well as discarding data that has NA (null) followed by selecting the data that will be 
processed 

2. Preprocessing: The next stage is preprocessing, where at this stage the sentiment dataset 
will be cleaned using the following stages: 
a. Case folding: Case folding is the uniformization of data by changing the data to lowercase 

(lowercase) 
b. Hashtag and Username removal: This is the stage of deleting hashtags and usernames on 

Twitter 
c. Punctual removal: The stage of removing digits or some punctuation marks that are not 

necessary to use. 
d. Digit removal 
e. Negation Handling: at this stage, you will change the sentence containing the stop word 

negation into a complete word for negative sentiment. for example, not bad becomes good 
f. Stopword Removal: Stage of removing irrelevant stopwords or auxiliary words, for 

example: be, too, so 
g. Lemmatizing: The stage of changing affix verbs into basic words, for example going -> go 

3. Transformation: The process stage of changing data into a form for processing to the next 
stage. In this research, data transformation will be carried out to convert the dataset into 
vector text data using TF-IDF (Term Frequency - Inverse Document Frequency) 
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4. Classification is a process at the data mining stage, where the process will be trained 

through kanggle data, and then the data will be trained using the Gaussian Naive Bayes 
method to get a classifier that will be used on other datasets as a model for classification, in 

this research to predict sentiment series review. 
5. Evaluation: Next, after classification is carried out, the data will be used for comparison 

based on the classifier that has been trained with the confusion matrix measuring tool and 
obtain accuracy 
6. Deploy: After further evaluation, the Vectorizer that has been created from TF-IDF and the 

Classifier that has been created from Gaussian Naive Bayes will be exported in .pkl form so 
that it can be used continuously without the need to go through text vectorization and 

classification repeatedly.  
 

Testing Website 
Website development is carried out using JavaScript language and using the UI library 

display as the final website display In the testing phase the author will use the Twitter API to 

obtain large amounts of data carried out by machine learning as data comparison material 
which will then be written into the report. 

 

Data Collection Techniques 
After the researcher obtains data from machine learning on the website, the next 

stage the researcher will obtain further data using an experimental method which will be 
carried out with the help of using a Google form which will be distributed to 500 people to 

show whether the 10 film series titles asked for are liked. by the community or not or neutral. 
This aims to obtain data and percentages that researchers will use as comparison material 

with the data results contained in machine learning. 

 

Data Analysis 
This data analysis stage is a continuation of the experimental data collection stage. 

After the researcher gets the results of the respondent data from the experimental method, 

the next stage is that the researcher will analyze the data contained in the Google Form, 
where in this analysis stage the data is obtained from the Google Form and also analyze the 

data on Rotten Tomatoes which will then be classified to see the positive percentage and 
negatives of the film series titles that have been included. 

 

Data Comparison 
The next researcher will compare the Naive Bayes algorithm machine learning data that 

has been processed and the results of the data using experimental methods and data analysis 
on Rotten Tomatoes to see whether the three data have sufficient accuracy so that they will 

be written in the report. 
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Results and Discussion 
The following is a comparison table between the results of experimental methods and 

machine learning results with Rotten Tomatoes results. 
 

Table 2. Comparison Table of Research Results 

 
 
Series "Manifest", the experimental method obtained results of 51% positive, 32% neutral, 

and 17% negative and machine learning results of 48% positive, 41% neutral, and 11% 
negative so it has positive reviews because the positive category has highest results. The 
Rotten Tomatoes results have an Average Audience Score of 68%, where in the Rotten 

Tomatoes results the film series Manifest gets the Full Popcorn Bucket logo so it is declared 
positive. Series "Manifest" has positive results. 

 
"Naruto" series, based on the experimental method the results were 44.9% positive, 19.1% 

neutral, and 36.1% negative and the machine learning results were 49% positive, 38% 
neutral, and 13% negative so it had positive reviews because the positive category had 
highest results. The Rotten Tomatoes results have an Average Audience Score of 81%, where 
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the Naruto film series results get the Full Popcorn Bucket logo, so it can be stated that the 

Rotten Tomatoes results are positive. It can be concluded from the three data that "Naruto" 
series has positive results. 

 
Series "Ragnarok", based on the experimental method the results were 66% positive, 11% 

neutral and 23% negative and machine learning obtained results of 58% positive, 4% neutral 
and 38% negative so it has positive reviews because of the positive category has the highest 
yield. The Rotten Tomatoes Average Audience Score result is 63%, where this series gets the 

Full Popcorn Bucket logo so it can be declared to have had positive results. It can be 
concluded that the Ragnarok series high positive result. 

 
Series "Boruto", based on the experimental method the results were 44.9% positive, 19.2% 

neutral, and 35.9% negative and machine learning obtained results of 43% positive, 19% 
neutral, and 38% negative so it has positive reviews because of the positive category has the 
highest yield. The Rotten Tomatoes results which have an Average Audience Score of 54%, 

the Boruto film series received the Spilled Popcorn Bucket logo and were declared to have a 
Negative result. It can be concluded that the Twitter data collection and experiments 

obtained positive results that were higher than neutral and negative, but the negative values 
obtained were also quite high in line with the Rotten Tomatoes results. 

 
"WandaVision" series, based on the experimental method the results were 60.2% positive, 
17.2% neutral, and 22.7% negative and machine learning obtained results of 60% positive, 

21% neutral, and 19% negative so it has positive reviews because the positive category has 
highest results. The Rotten Tomatoes results which have an Average Audience Score of 88%, 

where the WandaVision film series gets the Full Popcorn Bucket logo, can be concluded as a 
positive result. The WandaVision series received positive results. 
  

Series "Stranger Things", based on the experimental method the results were 37% positive, 
40.9% neutral and 22% negative and machine learning obtained results of 50% positive, 

12% neutral and 38% negative so it had positive reviews because of the category positive 
has the highest yield. The Rotten Tomatoes results have an Average Audience Score of 90%, 

and get the Full Popcorn Bucket logo, so it had positive results. It can be concluded three 
data that series of Stranger Things can still interest to viewers 
 

"Attack on Titan" series, based on experimental methods the results were 52% positive, 
24.4% neutral and 23.6% negative and machine learning obtained results of 54% positive, 

23% neutral and 23% negative so it had positive reviews because the positive category has 
the highest results. The Rotten Tomatoes results have an Average Audience Score of 94%, 

this result has the Full Popcorn Bucket logo, so it can be concluded as positive. It was 
concluded that Attack on Titan series got positif result. 
 

Series "The Flash", the experimental method obtained results of 52% positive, 21.9% neutral, 
and 26.1% negative and machine learning obtained results of 52% positive, 20% neutral, 

and 28% negative so it has positive reviews because of the positive category has the highest 
yield. The Rotten Tomatoes results which have an Average Audience Score of 59%, the 
results of the film series The Flash getting the Spilled Popcorn Bucket logo, can be stated in 
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this result is Negative result. In collecting experimental and machine learning method data on 

the Twitter API, a number of viewers gave positive results to the series with quite small 
negative values. However, many viewers on Rotten Tomatoes gave negative comments, 

making the series The Flash less recommended for viewing. 
  

"One Piece" series, based on the experimental method the results were 46.9% positive, 28% 
neutral and 25% negative and machine learning obtained results of 48% positive, 27% 
neutral and 28% negative so it had positive reviews because of the category positive has the 

highest yield. The Rotten Tomatoes results have an Average Audience Score of 95%, where 
the results get the Full Popcorn Bucket logo, so it is declared a positive result. It can be 

concluded that the One Piece series has positive results 
  

"Loki" series, based on the experimental method the results were 45.8% positive, 31% 
neutral and 23.1% negative and machine learning obtained results of 46% positive, 29% 
neutral and 25% negative so it has positive reviews because of the positive category has the 

highest yield. The Rotten Tomatoes results have an Average Audience Score of 85%, where 
the results of this film series received the Full Popcorn Bucket logo, so it was declared 

positive. Loki series received high positive results from the three data that were obtained. 
 

From the research results above, it can be proven that the use of the Naïve Bayes machine 
learning algorithm can provide a big picture of the assessment of film series because of the 
prediction results. The Naïve Bayes algorithm can provide quite precise accuracy by 

comparing the experimental methods obtained and the analysis results from Rotten Tomatoes 
so that it can be calculated so that the Naïve Bayes algorithm can predict well. 

 
 
 

 
 

 
 

 
 
 

 
 

 
 

 
 
 

Conclusions 
 As the world of cinema develops, film series themselves have many genres, such as 

Drama, Comedy, Thriller, Horror, and so on. This makes it difficult to see every recommended 
series that is being broadcast. Twitter is a place for users to provide real-time criticism or 

suggestions regarding the world of film that is currently trending or has been broadcast for a 
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long time, so that they can draw conclusions little by little regarding the assessment of films 

or series that are currently or will be broadcast. With this, text mining is needed to display 
data, which has a big influence on the number of fans of film series, this is because reviews 

provide a variety of information, such as positive, negative or neutral assessments, so that 
this can influence the influence of audience interest in each film series title. 

From the research results, it can be proven that machine learning can process quite a 
large amount of information data regarding film series with high accuracy results because it is 
processed using the Naïve Bayes algorithm. Then, the Naïve Bayes algorithm can predict the 

level of data accuracy that is accurate enough regarding film series so that it can classify 
sentences on Twitter that are positive, negative and neutral. In a comparison of three 

methods between experimental methods, rotten tomatoes and machine learning have a fairly 
accurate level of accuracy, so that the results from machine learning can be used well to 

conclude film series in data management in the Twitter API. Therefore, it is hoped that the 
existence of a Film Series Review Analysis website using the Twitter API and Text Mining 
Model can make it easier for users to carry out analysis or measurement of film series 

reviews, so that users can find out what film series are being widely discussed and what 
assessments of old film series are. whether the film series is recommended or not. 
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